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1 Executive Summary 

Benchmark reports are important tools for stimulating presales of Microsoft Business Solutions–Navision. This benchmark report supports our partners as well as Microsoft business group’s selling the complete solution, including software, hardware and consulting services (analysis, implementation and ongoing support). The target audience for this benchmark report is implementation and presales consultants for Microsoft Navision. 
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This report will focus on performance of the Microsoft Navision solution offering. The test scenarios represent different mixes of business process complexity, transaction volume and concurrency of rich clients/loads.
The measurement has been done for different company profiles. These profiles have variations in:

· No. of concurrent user per role

· No. of documents processed

The overall scenario for the measurement is a distribution company that runs Microsoft Navision on Microsoft SQL ServerTM.
The test focused on user roles and their activities for:
· Different types of warehousemen to create and post/register warehouse documents

· Salespeople to create/post sales orders

· Purchaser to create/post purchase orders

The measurement was conducted on a real-life database that already contained business data in finance, sales, purchase and warehouse area. According to the company profile, the user activities had been done in parallel or in one sequence. 
The test was conducted on Fujitsu Siemens Computers hardware platform suited to scale in a business environment with up to 75 concurrent users. However, a test case with 100 users was performed on the same platform.
This benchmark report delivers:

· A complete description of benchmark methodology, hardware configurations, test strategy and profiles

· Solid and detailed test results for all scenarios performed with measurements on
· No. of transactions

· Duration per activity and total duration of a scenario

· Database size
· Conclusions for the solution performance based on the test scenarios conducted
2 Conclusions
These conclusions are related to test scenario TEST009, TEST010, TEST011 and TEST012.

The consolidated conclusions show the trend on performance and hardware load when an increased number of concurrent users were added to the system. 

The business complexity was not increased during the test run; however, with an increased number of client-loads running simultaneously, performance was affected due to locking and potential bottlenecks in hardware.

The results were measured in terms of: 

· Number of test scenarios performed  
· Average response time per field entry validation

· Average time for activity completion 

· Hardware utilization

By compiling the results from the described test cases (see detailed test results in section Test results), we have arrived at the following conclusions for Microsoft SQL Server Option for Microsoft Navision and the associated hardware configuration:

· The solution respond very fast to database search, field validation and both short and long transactions with up to 50 concurrent users

· The solution managed very well scale up to the 100 user scenario (company profile 100) with an average response time for document creation of 463 msec for sales orders and 207 msec for purchase orders

· The CPU utilization was low with a max of 22,4 % and average of 10% for all scenarios

· The average disk utilization was approximately 20% with peaks up 100 % utilization for all scenarios

2.1.1 Results: Number of Documents/Activities Processed
This table shows the number of documents/activities Microsoft Navision is able to process in one hour running on Microsoft SQL Server:
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10 773 783 147 905 173 167 1.023 519 4.489

20 627 634 138 1.674 171 156 3.956 1.756 9.111

50 853 857 401 5.248 442 422 6.742 4.826 19.790

100 792 796 574 4.681 240 243 4.270 3.640 15.237

Grand Total 3.045 3.069 1.260 12.508 1.026 988 15.991 10.741 48.628


Microsoft SQL Server Option for Microsoft Navision scaled proportionally for most activities with up to 50 users. With between 50 and 100 concurrent users, performance dropped due to table locking and higher disk utilization (see section Disk utilization).

The deviation in number of associated activities, e.g. for “Create Sales Order”, “Post Sales Order as Shipped” and “Post Sales Order as Invoiced”, is a result of the estimated number of documents per hour. 

A graphical representation of the same results is presented in the following graphs:
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2.1.2 Average Response Time per Field Entry Validation
This table shows the average response time in milliseconds per field entry validation while running the company profiles on Microsoft SQL Server option for Microsoft Navision:
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10 40 40 1.806 2.234 680 1.078 43 43 746

20 63 64 3.280 5.094 1.736 2.729 106 119 1.649

50 64 145 6.591 8.441 6.420 5.960 291 268 3.523

100 207 463 12.654 15.311 16.901 14.980 657 545 7.715

Grand Total 94 178 6.083 7.770 6.434 6.187 274 244 3.408


The table shows that:

· During the creation of documents the average system response time, defined as a complete field validation, spanned from 40 milliseconds for company profile 10 to 463 milliseconds for company profile 100. 

· During document posting activities the average system response time spanned from 680 milliseconds for company profile 10 to 16.901 milliseconds for company profile 100.
· Creating and posting of Journal entries (one large transaction) spanned from 43 milliseconds for the company profile 10 to 657 milliseconds for company profile 100.

A graphical representation of the same results is presented in the following graphs:
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2.1.3 Average Time for Activity Completion 

This graph shows the impact on average completion time in milliseconds per activity while increasing the number of concurrent users:
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The average time for an activity increases proportionally with the number of concurrent users. Co-coordinating these results with the average response time, we arrive at the following conclusions:

· The results and development up to the 100 user scenario (company profile 100) are very satisfying.
2.1.4 Hardware Utilization

The measurement results show the utilization of the main resources – CPU, disks, memory and net interfaces – during the tests of scenario TEST009, TEST010, TEST011 and TEST012.

The following tables list the most important measurement data: the average and maximum utilization of the single data. Data for this hardware analysis have been captured in intervals of 10 seconds.

2.1.4.1 CPU Utilization
The following key figures for CPU utilization have been registered: 

	Test scenario
	CPU Utilization

	
	(%)
	(%)
	(s/user)

	
	Avg.
	Max
	Avg.

	TEST009
	5,6
	15,2
	3,3

	TEST010
	4,0
	10,8
	5,8

	TEST011
	11,7
	22,4
	5,6

	TEST012
	10,8
	22,4
	6,8


The table lists the average and maximal CPU utilization during the single benchmark tests. Additionally the CPU usage per user (s/user) is presented. 

With an average CPU utilization <12% and a maximum CPU utilization <23% the CPU utilization was relative low.

For nearly all test-runs the CPU usage per user increases with the number of parallel users.

2.1.4.2 Disk Utilization

The following key figures for disk utilization have been registered:

	Test scenario
	disk utilization
	disk queue length

	
	(%)
	(%)
	(s/user)
	
	

	
	Avg.
	Max
	Avg.
	Avg.
	Max

	TEST009
	29
	100
	4,3
	2,25
	20,5

	TEST010
	17
	100
	6,2
	1,02
	12,1

	TEST011
	22
	100
	2,6
	1,95
	19,5

	TEST012
	21
	100
	3,3
	2,82
	24,7


The table lists the average and maximal utilization and queue length of the disks (partitions) for the database parts. 
In each test with Microsoft Navision database server, the average and maximum utilizations of all disks (partitions) for the database are nearly identical. 

In all tests on the TX300 server, the disk utilization rises up to 100%. Such a disk bottleneck mainly occurs periodically during the whole test when using MS SQL server.

In the tests with MS SQL server, the queue length rises up to nearly 25 (TEST012).  
2.1.4.3 Memory Usage
The following key figures for memory usage have been registered:
	Test scenario
	Memory used

	
	(MB)
	(MB)

	
	Avg.
	Max

	TEST009
	1923
	1928

	TEST010
	676
	716

	TEST011
	1582
	1610

	TEST012
	1926
	1932


The table lists the average and maximal memory usage. In the tests with MS SQL database server, the memory usage seems to correlate with the number of users. 
2.1.4.4 Net Throughput

The following key figures for net throughput have been registered:
	Test scenario
	net throughput

	
	(pckts/s)
	(pckts/s)
	(MB/s)
	(MB/s)
	(MB/user)

	
	Avg.
	Max
	Avg.
	Max
	Max

	TEST009
	2081
	3100
	0,8
	1,4
	12,3

	TEST010
	2065
	3983
	1,1
	2,3
	39,1

	TEST011
	4840
	7807
	1,9
	3,0
	22,5

	TEST012
	4531
	8281
	1,8
	4,1
	28,4


The table lists the average and maximum packet rates and data rates (MB/s) on the Gigabit Ethernet. The average packet length is about 420-490 bytes during the tests with MS SQL database server.

The net throughput with a maximum of 20443 packets/s and 12,9 MB/s in an internal test case (not listed in the table above) didn’t reach any critical limit in regard to the Gigabit Ethernet.

3 Test Methodology

Automated test scripts were used to run predefined processes on different PCs. A test script contains all activities inside Microsoft Navision for a specific user role. These activities were combined to create different user profiles.

The test scripts were designed to run on several PCs at the same time. 
3.1 Measurements of Test Result

The test was performed on different PCs at the same time. The number of PCs was defined in the test scenario. 

Each test scenario was defined to run for the total amount of documents specified. When a test was started all activities started immediately and ran parallel. To avoid this and to have a more real life simulation, a delay (1-5 sec.) was defined inside an activity between two records. Together with a delay for starting an activity, we ensured that we had various time slots where different activities could be processed in the database.

The test tool logged the duration for each client activity to see the effect of changes in a test scenario. The duration of these activities were logged:

· Create sales order and sales order lines
· Release sales order

· Post sales order (invoice)

· Look up customers, items, sales orders and posted shipments/invoices

· Create purchase order and purchase order lines
· Release purchase order

· Post purchase order (invoice)

· Look up vendors, items, purchase orders and posted receipts/invoices

· Create Receipts
· Post Receipts
· Create Shipments 

· Post Shipments
· Post payments (customer/vendor)

Additionally the starting time of an activity was logged. This showed which activities had been processed at the same time.

A test protocol was used to log all test scenarios that were processed. 

3.2 Application Benchmark Tool 3.70

The Microsoft Navision Application Benchmark Tool 3.700 (ABT) has been developed in order to provide a tool for measuring the performance of a Microsoft Navision installation, and to express the results in terms that mirror situations that are likely to occur (real-world situations). The tool puts a realistic load on the server (either the Microsoft Navision Server or the Microsoft SQL Server Option for Microsoft Navision) in order to monitor the true performance of Microsoft Navision. 

3.2.1 How Does the Application Benchmark Tool Provide Realistic Situations?

The tool represents the customer’s environment. Customers often have a list of specifications that outline their needs. We used these specifications to define the profiles we used in the Application Benchmark Tool. To provide a real-world situation, the tool exclusively used all vital Microsoft Navision functions/objects. The idea was to execute exactly the same triggers and C/AL code as would be executed in a real-life scenario.

3.2.2 Tool Definitions

Load client: Client running the Application Benchmark Tool using job profiles that defines process according to the workflow and company profiles defined.

User/Job Profile: A user profile relates to a person, a group of persons or a specific role in the company. The user profile header describes the name of the profile and how this profile generally behaves. The user profile lines contain an unlimited number of activities (defined as job profiles).
Entry Delay (msec): This value indicates how many milliseconds the program takes to move from one field to another. For example, if you enter 500 in this field, it will take the program half a second to move from, for example, the Account No. field to the Amount field.

Next Activity Delay (msec): This field indicates the time, in milliseconds, between ending one user profile line and executing the next user profile line.

For further information about the Application Benchmark Tool, refer to the documentation. 
3.2.3 Data Capture for Analysis

The Application Benchmark tool logs all activities for clients that have enabled an active Test Profile (status=running). The log entries are saved in the table Client Log Entries. Each record contains the following information:
	Field name

	Session ID
	Date

	User Profile
	Start Time

	Test ID
	End Time

	Function
	Elapsed Time (msec)

	Description
	Used Work Date

	Origin Job Profile
	No. of Concurrent Sessions

	Origin Job Description
	Entry No.

	Transaction Log Entry No.
	


3.3 Hardware Measurements
During the test all hardware activities were monitored by Siemens Business Services. The monitoring and evaluation system developed by Siemens Business Services under the name PERMEV (Performance Monitoring and Evaluation Environment) were used. PERMEV simplifies the synchronized recording of a wide range of performance statistics and their inclusion in following evaluation procedures. The tabular results produced, together with the graphical presentation, give a rapid insight into server performance behavior and indicate what actions need to be adopted to optimize performance.
4 In Scope

Perform test scenarios according to company profiles with Microsoft Navision. The basic scenarios were executed on Microsoft SQL Server Option for Microsoft Navision 3.70. 

4.1 Definition of Business Processes

The basic scenarios were executed on Microsoft SQL Server Option for Microsoft  Navision spanning from 10, 20, 50 and 100 users.
4.1.1 User Roles and Activities

The test focuses on the following user roles and associated activities: 

	User Role
	Activity

	Salesperson
	Create sales order and sales order lines

Release sales order

Post sales order (invoice)

	Sales Lookup
	Lookup customers, items, sales orders and posted shipments/invoices

	Purchaser
	Create purchase order and purchase order lines

Release purchase order

	Purchase Lookup
	Lookup vendors, items, purchase orders and posted receipts/invoices

	Receiver
	Finds a released Purchase order and post it as received (only)

	Shipper


	Finds a released sales order and post it as shipped (only)

	Payable Clerk
	Post purchase order (invoice)

	Accountant
	Create and Post payment (vendor)

Create and Post cash receipt (customer)


4.1.2 Workflow Description

Based on the user roles and activities described previously, the following workflow was defined:
· Purchaser creates purchase order and releases the order.

· Receiver receives goods and posts the purchase order as received. 

· Purchaser posts purchase order (invoice).

· Accountant creates and posts the payment.

· Salesman creates sales order and releases the order.

· Shipper picks the order and ships it (manual process – not simulated in Microsoft Navision) and post the sales order as shipped.

· Salesman posts sales order (invoice).

· Accountant creates and posts the cash receipt.

· Various additional users will look up data in sales area (customers, items, sales orders and posted shipments/invoices).

· Various additional users will look up data in purchase area (vendors, items, purchase orders and posted receipts/invoices).

Not included:

· Print pick document

· Item tracking

· Partial shipment and receive

4.2 Company Profiles

The test defines 4 company profiles with different numbers of users working in the sales, purchase, warehouse and finance areas. Beside the users that are working with sales, purchase and warehouse documents or posting payments for sales and payment invoices, lookup users will be included also. Lookup users just look up data like posted invoices or customers.

The profiles should reflect real-life company types. Therefore the different company profiles are not scaling in each area, because of different ways to work within different company types. 

4.2.1 General Company Setup

A demo database was used as a general database setup for the measurement. The starting point was the Microsoft Navision demo database with Cronus Company. In addition to the already existing data in this company, additional transactions that fit our profiles filled the database with real data and transactions. The initial database for each test was approximately 1 GB.
For each test run the initial database was restored.

The general data setup is the same in all company types:

· 10.000 customer

· 500 vendors

· 10.000 items

The tests only utilized locations that are not set up to require Warehouse Management actions.
4.2.2 Company Profile 10 (10 Users)

The table below shows the different user roles and the corresponding activities. The No. of Docs column contains the total number of documents or activities performed per day for all users. Lookup users looked up records from different tables. We assumed that one user would look up 100 records per day on average.

	User Roles
	Activities
	No of Docs
	Lines per Doc
	No of Users

	Salesperson
	Sales Order (Create/Post)
	100
	5
	2

	Sales Lookup*
	Customer/Order/Item/Post Doc
	600
	1
	2

	Purchaser
	Purchase Order (Create)
	10
	20
	1

	Purchase Lookup*
	Vendor/Order/Item/Post Doc
	100
	1
	1

	Receiver
	Post Purchase Orders as Received
	10
	20
	1

	Shipper
	Post Sales Orders as Shipped
	100
	5
	1

	Payable clerk
	Post Purchase Invoice
	10
	20
	1

	Accountant
	Creates and posts Payment /Cash Receipt
	110
	1
	1

	
	Total
	
	
	10


* = Lookup user.

No. of users per company area:

	Area
	No. of Users

	Sales
	4

	Purchase
	3

	Warehouse
	2

	Accounting
	1


Specific for this company profile:

· 8 work hours per day.

4.2.3 Company Profile 20 (20 Users)

The following table shows the different user roles and the corresponding activities. The No. of Docs column contains the total number of documents processed or activities performed per day for all users. Lookup users looked up records from different tables. We assumed that one user would look up 100 records per day on average.

	User Roles
	Activities
	No of Docs
	Lines per Doc
	No of Users

	Salesperson
	Sales Order (Create/Post)
	100
	5
	4

	Sales Lookup*
	Customer/Order/Item/Post Doc
	600
	1
	6

	Purchaser
	Purchase Order (Create)
	10
	20
	1

	Purchase Lookup*
	Vendor/Order/Item/Post Doc
	100
	1
	1

	Receiver
	Post Purchase Orders as Received
	10
	20
	2

	Shipper
	Post Sales Orders as Shipped
	100
	5
	4

	Payable clerk
	Post Purchase Invoice
	10
	20
	1

	Accountant
	Creates and posts Payment /Cash Receipt
	110
	1
	1

	
	Total
	
	
	20


* = Lookup user.

No. of users per company area:

	Area
	No. of Users

	Sales
	10

	Purchase
	3

	Warehouse
	6

	Accounting
	1


Specific for this company profile:

· 8 work hours per day.

4.2.4 Company Profile 50 (50 Users)

The table below shows the different user roles and the corresponding activities. The No. of Docs column contains the total number of documents or activities handled per day for all users. Lookup users looked up records from different tables. We assumed that one user would look up 100 records per day on average.

	User Roles
	Activities
	No of Docs
	Lines per Doc
	No of Users

	Salesperson
	Sales Order (Create/Post)
	500
	5
	15

	Sales Lookup*
	Customer/Order/Item/Post Doc
	1200
	1
	12

	Purchaser
	Purchase Order (Create)
	50
	20
	3

	Purchase Lookup*
	Vendor/Order/Item/Post Doc
	200
	1
	1

	Receiver
	Post Purchase Orders as Received
	50
	20
	4

	Shipper
	Post Sales Orders as Shipped
	500
	5
	12

	Payable clerk
	Post Purchase Invoice
	50
	20
	1

	Accountant
	Creates and posts Payment /Cash Receipt
	550
	1
	2

	
	Total
	
	
	50


* = Lookup user.

No. of users per company area:

	Area
	No. of Users

	Sales
	27

	Purchase
	5

	Warehouse
	16

	Accounting
	2


Specific for this company profile:

More than 8 work hours per day in warehouse area

4.2.5 Company Profile 100 (100 Users)

The following table shows the different user roles and the corresponding activities. The No. of Docs column contains the total number of documents or activities performed per day for all users. Lookup users looked up records from different tables. We assumed that one user would look up 100 records per day on average.

	User Roles
	Activities
	No of Docs
	Lines per Doc
	No of Users

	Salesman
	Sales Order (Create/Post)
	1000
	5
	25

	Sales Lookup*
	Customer/Order/Item/Post Doc
	2500
	1
	25

	Purchaser
	Purchase Order (Create)
	100
	20
	6

	Purchase Lookup*
	Vendor/Order/Item/Post Doc
	900
	1
	8

	Receiver
	Post Purchase Orders as Received
	100
	20
	8

	Shipper
	Post Sales Orders as Shipped
	1000
	5
	24

	Payable clerk
	Post Purchase Invoice
	100
	20
	1

	Accountant
	Creates and posts Payment /Cash Receipt
	1100
	1
	3

	
	Total
	
	
	100


* = Lookup user.

No. of users per company area:

	Area
	No. of Users

	Sales
	50

	Purchase
	15

	Warehouse
	32

	Accounting
	3


Specific for this company profile:

More than 8 work hours per day in warehouse area

4.3 Definition of Test Scenarios

4.3.1 Basic Scenarios

The basic scenarios were the 4 different company profiles described previously. Each scenario was run on a Microsoft SQL server for Navision. 
To vary the load of the various profiles, the different user roles and jobs began with different starting times. The starting times followed this model:

· Purchase and lookups were active from 8.00 to 12.00

· Put-away were active until 14.00

· Sales and look-ups were active from 9.00 to 17.00

· Pick were active from 10.00 to end of day

· Accountant were active from 8.30 to 16.30

The delay until a job starts was broken down to the estimated duration of 1 hour for 1 scenario. 
The ending times were approximate as the tests were based on fixed loads and therefore the ending time was more dependent on the performance of the system. 

4.4 Out of Scope
The following application areas were not included in the test:

· Warehouse Management Systems
· Manufacturing

· Service Management

· Relationship Management

· Jobs and Resources

· Human Resources

· Fixed Assets
4.5  Hardware and Software Configuration
The test scenarios documented in this report were conducted on the Fujitsu Siemens Computers hardware platform PRIMERGY TX300. This server is suited to scale in a business environment up to 75 concurrent users.

Internal tests were also conducted on PRIMERGY TX600 with significant good results. These results are, however, not in the scope of this report.
4.5.1 System Configuration
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PRIMERGY TX300

The dual processor performance in the business server class with lots of power and outstanding growth perspectives is the classic server for Microsoft Navision. Solutions with large data volumes can be realized with external storage systems. Numerous configuration possibilities make the PRIMERGY TX300 a universal server for business applications.

Fujitsu Siemens Computers recommend this platform in business environments with up to 75 concurrent users.
Additional sources: http://www.fujitsu-siemens.com/rl/products/primergy/tx300.html
4.5.1.2 PRIMERGY TX600

[image: image46.jpg]NAVISION’



This high performance 4-way Xeon™ processor system is as well suited for a database server for big Navision solutions as for high available cluster configurations. The integrated high availability functions, such as hot-plug hard disks in a RAID group, redundant hot-plug power supply modules and fans, and refined mechanisms for protecting the main memory provide a level of availability that makes the PRIMERGY TX600 ideally suited for business-critical applications.

Fujitsu Siemens Computers recommend this platform in business environments up to 150 concurrent users.
Additional source: http://www.fujitsu-siemens.com/rl/products/primergy/tx600.html:
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Storage Subsystem PRIMERGY SX30 (SCSI) 
The PRIMERGY SX30 subsystem is a compact easy-to administer system. With up to 14 hard disks (18, 36, 73 or 146 GB) and prepared for the best SCSI transmission bandwidth of 320 MB/s, the SX30 storage subsystem ideally complements PRIMERGY servers. Available as rack and tower
Additional source: http://www.fujitsu-siemens.com/rl/products/primergy/sx30.html
4.5.1.4 Storage Subsystem FibreCAT S80 (fiber channel) 
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The FibreCat S80 RAID storage system is a high-availability disk array system with RAID functionality, 
which is fully implemented with 2 Gbit/s Fibre Channel technology. Up to 56 high performance drives

with a capacity of 36 GB, 73 or 146 GB can be accommodated in compact and maintenance friendly

rack modules.

Additional Source: http://www.fujitsu-siemens.com/rl/products/storage/fibrecats80.html
4.5.2 Hardware Profile 1: Microsoft SQL Server Option for Navision on TX300
	Hardware configuration 1 for Server: PRIMERGY TX300

	CPU


	2x 3,06 GHz Xeon



	RAM
	2 GB Main Memory



	Disk configuration internal
	2 disks for OS, Application
8 disks for MS SQL Database with RAID0 

4 disks for MS SQL Log file with RAID0
Storage Subsystem PRIMERGY SX30 (SCSI)

	Disk configuration external
	2 disks for SQL Temp with RAID 0
8 disks for MS SQL Database with RAID 0 

4 disks for MS SQL Log file with RAID 0

	Network configuration
	1000 Mbit/s


	Software Configuration:

	Operating system
	Windows Server 2003 Enterprise Edition (build 3790), Regional Settings, English (US)

	Database configuration
	Microsoft SQL Server 2000 Developer Edition, SP3a
Language, English (Microsoft Windows® Collation, English, case sensitive). 



Disk configuration external:
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4.5.3 Hardware Profile 2: Microsoft SQL Server Option for Microsoft Navision on TX600
	Hardware configuration 2 for Server: 4-way Xeon™ tower server PRIMERGY TX600

	CPU


	4x 2,8 GHz Xeon



	RAM
	2 MB 3rd Level Cache

8 GB Main Memory

	Disk configuration internal
	2 disks for OS, Application
8 disks for MS SQL Database with RAID0 

4 disks for MS SQL Log file with RAID0
Storage Subsystem FibreCAT S80 (fiber channel)

	Disk configuration external
	2 disks for SQL Temp with RAID 0
8 disks for MS SQL Database with RAID 0 

4 disks for MS SQL Log file with RAID 0

	Network configuration
	1000 Mbit/s


	Software Configuration:

	Operating system
	Windows Server 2003 Enterprise Edition (build 3790), Regional Settings, English (US)

	Database configuration
	Microsoft SQL Server 2000 Developer Edition, SP3a

Language, English (Windows Collation, English, case sensitive). 




Disk configuration external:
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4.5.4 Client Computers

	Hardware configuration Client computers: 

	CPUs
	Pentium III 500 (4), 600 (16), 800 (32) MHz 
Pentium IV 2,4 GHz (50)

	RAM
	128 MB (52),  256 MB (50)

	Disk configuration
	1 disk, Drive C:\, Drive D:\ (OS-drive)

	Network configuration
	100 Mbit/s Ethernet Adapter

	Operating system
	Windows 2000, Regional Settings, English (US)


4.6 Microsoft SQL Server Setup

	Microsoft SQL Server 2000  SP3a:

	Operating System
	Windows 2003 Server Enterprise Edition

	Program files
	C:\Programm Files\Microsoft SQL Server\... (internal drive)

	Data Files + Microsoft Navision Primary FileGroup 
	D:\mssql\data\...(internal drive)

	TempDB
	F:\mssql\data\...(extern 2 Disks striped-> Raid0)

	TransactionLog 
	E:\mssql\data\...   (extern 4 Disks striped-> Raid0)

	Microsoft Navision DataFile (Filegroup I):
	G:\mssql\data\... (extern 8 disks striped -> Raid0)


4.7 Microsoft Navision

This test has been conducted on Microsoft Navision version 3.70, including Hotfix 15. Clients and server have been installed with this version.
5 Test Plan
This report Test Processed

	Scenario ID – description
	Description
	No. of Concurrent Users
	Server
	DB Server

	TEST009
	Test on Company Profile 20
	20
	TX300
	SQL

	TEST010
	Test on Company Profile 10
	10
	TX300
	SQL

	TEST011
	Test on Company Profile 50
	50
	TX300
	SQL

	TEST012
	Test on Company Profile 100
	100
	TX300
	SQL


	NS = Microsoft Navision Database Server

	SQL = Microsoft SQL Server Option for Microsoft Navision

	

	TX300 = PRIMERGY TX300

	TX600 = PRIMERGY TX600


6 Appendix

6.1 Test results

6.1.1 TEST009 – Company Profile 20 (20 users)
Company Profile: 20
Hardware profile: 1
6.1.1.1 Solution Measurements
Duration for the major activities in this test:

	User Profile
	Activity
	Start Time
	End Time
	Duration

	Purchaser
	Create Purchase Order
	00:00:01
	00:04:22
	00:04:21

	Salesman Create
	Create Sales Order
	00:00:00
	00:03:35
	00:03:35

	Purch Invoice
	Post Purchase Order (Invoice)
	00:00:56
	00:04:27
	00:03:31

	Salesman Post Inv.
	Post Sales Order (Invoice)
	00:03:26
	00:04:57
	00:01:31

	Shipment
	Post Shipment
	00:00:17
	00:03:42
	00:03:25

	
	Overall Activities
	00:00:00
	00:04:57
	00:04:57


All documents were posted without any trouble. Total time for this scenario was less than 5 minutes.
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6.1.1.2 Hardware Measurements
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Test: TEST009 CPU Utilization
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Test: TEST009 Disk Utilization
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Test: TEST009 Memory Utilization
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Test: TEST009 Net Throughput
6.1.1.3 Database Size

During this scenario the database size was increased, in terms of added records and added KB, according to the following table:
[image: image17.emf]Table No.  Table Name
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Size of added 

records (KB)

17 G/L Entry 11.159 11.738 579 7.168 488

21 Cust. Ledger Entry 341 500 159 992 280

25 Vendor Ledger Entry 3.089 3.165 76 4.424 648

32 Item Ledger Entry 22.979 23.649 670 53.952 18.024

36 Sales Header 30 35 5 280 136

37 Sales Line 66 90 24 1.240 944

45 G/L Register 1.924 2.161 237 392 72

46 Item Register 3.627 3.839 212 600 80

110 Sales Shipment Header 313 411 98 544 152

111 Sales Shipment Line 1.392 1.872 480 1.896 536

112 Sales Invoice Header 304 399 95 544 120

113 Sales Invoice Line 1.365 1.840 475 1.624 464

120 Purch. Rcpt. Header 1.549 1.559 10 1.368 64

121 Purch. Rcpt. Line 21.444 21.624 180 19.224 272

122 Purch. Inv. Header 1.548 1.558 10 1.352 0

123 Purch. Inv. Line 21.441 21.621 180 18.376 904

254 VAT Entry 2.668 2.770 102 2.384 112

339 Item Application Entry 22.945 23.153 208 4.664 112

355 Ledger Entry Dimension 330.799 342.220 11.421 26.632 1.600

357 Document Dimension 589 701 112 584 480

359 Posted Document Dimension 197.160 203.472 6.312 22.344 1.472

379 Detailed Cust. Ledg. Entry 361 520 159 3.192 1.216

380 Detailed Vendor Ledg. Entry 6.131 6.209 78 18.408 4.352

5802 Value Entry 45.767 47.132 1.365 145.760 31.200

6224 SynchMgt. Message Queue 74.131 78.656 4.525 4.488 320

6508 Value Entry Relation 7 8 1 40 0

99000850 Planning Assignment 20.050 20.716 666 1.992 960

= Total 793.179 821.618 28.439 344.464 65.008


6.1.1.4 Lab Conclusions for Scenario
The scenario ran very well without any serious locking of tables. The locks appeared because the sales orders were generated and posted automatically with very high intensity (very short entry delay). In a real-life scenario the end user would not reach such high process intensity. The end user should have a good experience with no extra delays due to the system. But as all documents were posted despite the locks, we see no problem at all.
6.1.2 TEST010 – Company Profile 10 (10 users)

Company Profile: 10
Hardware profile: 1
6.1.2.1 Solution Measurements
Duration for the major activities in this test:

	User Profile
	Activity
	Start Time
	End Time
	Duration

	Purchaser
	Create Purchase Order
	00:00:00
	00:04:05
	00:04:05

	Salesman Create
	Create Sales Order
	00:00:00
	00:03:19
	00:03:19

	Purch. Invoice
	Post Purchase Order (Invoice)
	00:00:43
	00:04:11
	00:03:28

	Salesman Post Inv.
	Post Sales Order (Invoice)
	00:03:09
	00:06:05
	00:02:56

	Shipment
	Post Shipment
	00:00:16
	00:06:03
	00:05:47

	
	Overall Activities
	00:00:00
	00:06:05
	00:06:05


This scenario ran very fast – 6 minutes in total. There were no problems with locking of tables. This test ran for 1 minute more than then the 20 user test. This is due to the fact that we had to release the last sales order manually resulting in shipping and posting being delayed for the last document. The creation of 50 sales orders in this test compared to 100 sales orders in test Test009 only took 12 seconds longer. This indicates that creating more sales orders does not take significantly longer provided that more clients/users are creating them (4 in TEST009 and 2 in test TEST010). 
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6.1.2.2 Hardware Measurements
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Test: TEST010 CPU Utilization
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Test: TEST010 Disk Utilization
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Test: TEST010 Memory Utilization
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Test: TEST010 Net Throughput
Database Size

During this scenario the database size was increase, in terms of added records and added KB, according to the following table:
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17 G/L Entry 11159 11661 502 7176 496

21 Cust. Ledger Entry 341 471 130 984 272

25 Vendor Ledger Entry 3089 3180 91 4488 712

32 Item Ledger Entry 22979 23427 448 53232 17304

45 G/L Register 1924 2145 221 384 64

46 Item Register 3627 3747 120 528 8

110 Sales Shipment Header 313 363 50 480 88

111 Sales Shipment Line 1392 1637 245 1744 384

112 Sales Invoice Header 304 354 50 512 88

113 Sales Invoice Line 1365 1614 249 1424 264

120 Purch. Rcpt. Header 1549 1559 10 1368 64

121 Purch. Rcpt. Line 21444 21624 180 19224 272

122 Purch. Inv. Header 1548 1558 10 1352 0

123 Purch. Inv. Line 21441 21621 180 18376 904

254 VAT Entry 2668 2728 60 2376 104

339 Item Application Entry 22945 23147 202 4664 112

355 Ledger Entry Dimension 330799 338977 8178 26304 1272

359 Posted Document Dimension 197160 201224 4064 22024 1152

379 Detailed Cust. Ledg. Entry 361 491 130 3048 1072

380 Detailed Vendor Ledg. Entry 6131 6225 94 18744 4688

5802 Value Entry 45767 46663 896 137872 23312

6224 SynchMgt. Message Queue 74131 76607 2476 4296 128

6508 Value Entry Relation 7 8 1 40 0

99000850 Planning Assignment 20050 20482 432 1992 960

= Total 792.494 811.513 19.019 332.632 53.720


6.1.2.3 Lab Conclusions for Scenario
Running so few users on hardware like this may be overkill. Any user in such a setup should feel good, as the system will respond quickly and without delay to any request he has.
6.1.3 TEST011 – Company Profile 50 (50 users)
Company Profile: 50
Hardware profile: 1
6.1.3.1 Solution Measurements
Duration for the major activities in this test:

	User Profile
	Activity
	Start Time
	End Time
	Duration

	Purchaser
	Create Purchase Order
	00:00:00
	00:07:29
	00:07:29

	Salesman Create
	Create Sales Order
	00:00:00
	00:05:43
	00:05:43

	Purch Invoice
	Post Purchase Order (Invoice)
	00:01:36
	00:08:23
	00:06:47

	Salesman Post Inv.
	Post Sales Order (Invoice)
	00:05:33
	00:10:00
	00:04:27

	Shipment
	Post Shipment
	00:00:17
	00:06:30
	00:06:13

	
	Overall Activities
	00:00:00
	00:10:00
	00:10:00


This scenario finished in less than 10 minutes with very few documents that could not be posted. The documents that did not post were partly due to orders being created for a location that required Warehouse Management Systems and others because the orders were not completed correctly. Less than 20 documents out of 550 did not post and this did not affect performance significantly.
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6.1.3.2 Hardware Measurements
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Test: TEST011 CPU Utilization
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Test: TEST011 Disk Utilization
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Test: TEST011 Memory Utilization
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Test: TEST011 Net Throughput
6.1.3.3 Database Size

During this scenario the database size was increased, in terms of added records and added KB, according to the following table:

[image: image31.emf]Table No.  Table Name
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Records 

Added

Total Size 

(KB)

Size of added 

records (KB)

17 G/L Entry 11159 13555 2396 8136 1456

21 Cust. Ledger Entry 341 1032 691 1680 968

25 Vendor Ledger Entry 3089 3330 241 4784 1008

32 Item Ledger Entry 22979 26189 3210 58496 22568

36 Sales Header 30 37 7 512 368

37 Sales Line 66 87 21 2832 2536

38 Purchase Header 21 34 13 96 24

39 Purchase Line 46 306 260 1976 1688

45 G/L Register 1924 2857 933 464 144

46 Item Register 3627 4670 1043 704 184

110 Sales Shipment Header 313 801 488 944 552

111 Sales Shipment Line 1392 3842 2450 3816 2456

112 Sales Invoice Header 304 792 488 984 560

113 Sales Invoice Line 1365 3775 2410 3416 2256

120 Purch. Rcpt. Header 1549 1586 37 1432 128

121 Purch. Rcpt. Line 21444 22164 720 19728 776

122 Purch. Inv. Header 1548 1586 38 1416 64

123 Purch. Inv. Line 21441 22181 740 19032 1560

254 VAT Entry 2668 3183 515 2616 344

339 Item Application Entry 22945 23886 941 4928 376

355 Ledger Entry Dimension 330799 381812 51013 29896 4864

357 Document Dimension 589 1563 974 2040 1936

359 Posted Document Dimension 197160 226638 29478 24960 4088

379 Detailed Cust. Ledg. Entry 361 1048 687 4128 2152

380 Detailed Vendor Ledg. Entry 6131 6372 241 19576 5520

5765 Warehouse Request 41 46 5 88 0

5802 Value Entry 45767 52158 6391 166544 51984

5804 Average Cost Adjustment 1 2 1 40 0

6224 SynchMgt. Message Queue 74131 96455 22324 5640 1472

6508 Value Entry Relation 7 8 1 40 0

99000850 Planning Assignment 20050 21742 1692 1992 960

= Total 793.288 923.737 130.449 392.936 112.992


6.1.3.4 Lab Conclusions for Scenario
This was a very successful test that proves that the Microsoft SQL Option for Microsoft Navision can handle 50 users and the load that they can generate without any problems.
6.1.4 TEST012 – Company Profile 100 (100 users)
Company Profile: 100
Hardware profile: 1
6.1.4.1 Solution Measurements
Duration for the major activities in this test:

	User Profile
	Activity
	Start Time
	End Time
	Duration

	Purchaser
	Create Purchase Order
	00:00:00
	00:10:27
	00:10:27

	Salesman Create
	Create Sales Order
	00:00:00
	00:12:49
	00:12:49

	Purch Invoice
	Post Purchase Order (Invoice)
	00:01:19
	00:26:21
	00:25:02

	Salesman Post Inv.
	Post Sales Order (Invoice)
	00:10:27
	00:24:30
	00:14:03

	Shipment
	Post Shipment
	00:00:19
	00:15:13
	00:14:54

	
	Overall Activities
	00:00:00
	00:26:21
	00:26:21


We experienced many table locks, however, almost all sales orders were posted, and all the purchase orders were posted. 

The test finished in just over 26 minutes which is slightly more than double of the 50 users test. 
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6.1.4.2 Hardware measurements
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Test: TEST012 CPU Utilization
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Test: TEST012 Disk Utilization
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Test: TEST012 Memory Utilization
[image: image37.wmf]nets

(TX300_meas040122, 3data.tar.gz)

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

11000

12000

09:27:33

09:28:23

09:29:13

09:30:03

09:30:53

09:31:43

09:32:33

09:33:23

09:34:13

09:35:03

09:35:53

09:36:43

09:37:33

09:38:23

09:39:13

09:40:03

09:40:53

09:41:43

09:42:33

09:43:23

09:44:13

09:45:03

09:45:53

09:46:43

09:47:33

09:48:23

09:49:13

09:50:03

09:50:53

09:51:43

09:52:33

09:53:23

[1/s]

net_sndps.BroadcomNetXtremeGigabitEthernet_2

net_rcvps.BroadcomNetXtremeGigabitEthernet_2


Test: TEST012 Net Throughput
6.1.4.3 Database Size

During this scenario the database size was increased, in terms of added records and added KB, according to the following table:

[image: image38.emf]Table No.  Table Name

Records (pre-

test)

Records (post-

test)

Records 

Added

Total Size 

(KB)

Size of added 

records (KB)

17 G/L Entry 11159 16087 4928 9144 2464

21 Cust. Ledger Entry 341 1739 1398 2408 1696

25 Vendor Ledger Entry 3089 3605 516 4928 1152

32 Item Ledger Entry 22979 29824 6845 60864 24936

36 Sales Header 30 50 20 992 848

37 Sales Line 66 164 98 5448 5152

45 G/L Register 1924 3843 1919 600 280

46 Item Register 3627 5783 2156 872 352

110 Sales Shipment Header 313 1294 981 1640 1248

111 Sales Shipment Line 1392 6317 4925 6504 5144

112 Sales Invoice Header 304 1284 980 1624 1200

113 Sales Invoice Line 1365 6250 4885 5528 4368

120 Purch. Rcpt. Header 1549 1645 96 1496 192

121 Purch. Rcpt. Line 21444 23264 1820 20784 1832

122 Purch. Inv. Header 1548 1644 96 1480 128

123 Purch. Inv. Line 21441 23341 1900 19896 2424

232 Gen. Journal Batch 317 464 147 72 8

233 Item Journal Batch 107 156 49 24 0

254 VAT Entry 2668 3754 1086 3064 792

339 Item Application Entry 22945 25289 2344 5384 832

355 Ledger Entry Dimension 330799 439792 108993 34248 9216

357 Document Dimension 589 1105 516 3568 3464

359 Posted Document Dimension 197160 260448 63288 28680 7808

379 Detailed Cust. Ledg. Entry 361 1760 1399 5056 3080

380 Detailed Vendor Ledg. Entry 6131 6650 519 20048 5992

5802 Value Entry 45767 59398 13631 175072 60512

5804 Average Cost Adjustment 1 2 1 40 0

5940 Service Item 42 225 183 232 136

5942 Service Item Log 140 506 366 104 56

6224 SynchMgt. Message Queue 74131 119819 45688 7176 3008

99000850 Planning Assignment 20050 21983 1933 1992 960

= Total 793.779 1.067.485 273.706 428.968 149.280


6.1.4.4 Lab Conclusions for Scenario
This was a very successful test that proves that the Microsoft SQL Server Option for Microsoft Navision can manage 100 concurrent users and the load they can generate without any problems. The test used 150% more time than the 50 user test which is ok. Microsoft SQL Server did not have problems with the many locking of tables.
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Fujitsu Siemens Computers GmbH
Fujitsu Siemens Computers is Europe’s leading IT company with a strategic focus on next-generation Mobility and Business Critical Computing products, services and solutions. With a portfolio of exceptional depth, its offering extends from handhelds through desktops to enterprise-class infrastructure solutions. The company has a strong presence in all key markets across Europe, the Middle East and Africa. Leveraging the strengths, innovative drive and global reach of its joint shareholders, Fujitsu Limited and Siemens AG, Fujitsu Siemens Computers meets the needs of large corporations, small and medium enterprises and private users. For further information please visit: www.fujitsu-siemens.com.

Microsoft and Fujitsu Siemens Computers - A partnership proven in practice 

Microsoft and Fujitsu Siemens Computers have agreed to jointly address several IT areas that are of particular interest to both companies. This means, of course, that the relevant systems from Fujitsu Siemens Computers - from LIFEBOOK to PRIMERGY Server - are certified by Microsoft. The presence of Fujitsu Siemens Computers at Microsoft headquarters guarantees an optimum exchange of information at a technical level.

Further information on the alliance can be found at: 
http://www.fujitsu-siemens.com/rl/partner/strategic/microsoft/index.html
Fujitsu Siemens Computers Competence Center for Microsoft Business Solutions

Fujitsu Siemens Computers’ engagement in the business solutions area goes back to 1995. At that time the Navision Financials application was ported to Fujitsu Siemens Computers’ UNIX platform for the first time. Since then activities were continuously extended and the importance was underscored in 1998 with the foundation of the Business Center for Microsoft Navision Solutions at Fujitsu Siemens Computers – today Competence Center for Microsoft Buisness Solutions. One aim of the Competence Center is to ensure optimum integration of innovative Fujitsu Siemens Computers products and solutions from Microsoft Business Solutions.  

Further information: http://www.fujitsu-siemens.com/partner/navision/index.shtm
Whitepapers, sizing-questionnaires, configuration recommendations and details about marketing and sales support for partners are available in a password protected area: 

http://extranet.fujitsu-siemens.com/mbs/index_en.htm
Siemens Business Services

Siemens Business Services is a leading IT service provider. This Siemens Group offers services all along the IT service chain from a single source – from consulting to systems integration, right through to the management of IT infrastructures. Thanks to comprehensive know-how and sector-specific expertise, the company provides measurable added value for its customers. With regard to outsourcing and IT maintenance, Siemens Business Services is among the top ten providers worldwide. Sales in last fiscal year 2003 (ended 30th September 2003) came to around EUR 5.2 billion, 76 percent of which was achieved outside the Siemens organization. The company currently has approx. 34,268 employees worldwide.

Further information: http://www.sbs.siemens.com/
6.1.6 Microsoft Business Solutions

About Microsoft Business Solutions

Microsoft Business Solutions, a business group of Microsoft, offers a wide range of integrated, end-to-end business applications and services designed to help small, midmarket segment and corporate businesses become more connected with customers, employees, partners and suppliers. Microsoft Business Solutions’ applications optimize strategic business processes across financial management, analytics, human resources management, project management, 

customer relationship management, field service management, supply chain management, 
e-commerce, manufacturing and retail management. The applications are designed to provide insight to help customers achieve business success. More information about Microsoft Business Solutions can be found at http://www.microsoft.com/businesssolutions/.

About Microsoft 

Founded in 1975, Microsoft (Nasdaq “MSFT”) is the worldwide leader in software, services and Internet technologies for personal and business computing. The company offers a wide range of products and services designed to empower people through great software — 
any time, any place and on any device.
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